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– 
Data shift is a wide-spread phenomenon in machine 
learning applications [1,2]. It is of particular interest 
in connection with personalized AI, such as that used 
in personalized medicine. The phenomenon however 
is more general. It always occurs when a machine 
learning model is transferred from a laboratory 
environment based on previously collected training 
data to a real application. Often there is a selection 
bias in the training data, or there are some data 
augmentation methods [5] at play to keep data 
labeling costs low. More often simulations are used 
to generate data, but then the real distribution will 
also be different from the training conditions. 

Therefore, it would be desirable to be able to learn a 
model on unlabeled data from a target input 
distribution B using labeled data from a different 
source distribution A. See Fig. 1. for an illustration.  

The related sub-field machine learning is referred to 
as Unsupervised Domain Adaptation. A basic 
question is whether and to which accuracy a learned 

baseline model can be transferred. In general, the 
Domain Adaptation problem is unsolvable, as a 
training set distribution pA(x,y) and an arbitrary 
distribution of interest pB(x,y) could be arbitrarily far 
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Fig. 1: Illustration of Unsupervised Domain Adaptation 
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apart. However, in many applications it seems to be 
reasonable to rely on the so-called covariate shift 
assumption, where the conditional probability 
distribution p(y|x) is the same, i.e. pA(x,y) = p(y|x) 
pA(x) and pB(x,y) = p(y|x) pB(x) with different 
(personalized) marginal probabilities pA(x) and pB(x). 
While the conditional probability distribution comes 
from the causal relationship between between input 
and output, e.g. due some physiological 
mechanisms, the marginal distribution is very 
patient-dependent.  

S3AI Methodology 

Our approach proposes a theoretical framework for 
choosing hyper-parameters in unsupervised domain 
adaptation. The main strategy is to compute an 
aggregation of models with target error bound, 
which theoretically relies on the extension of 
importance weighted least squares to linear 
aggregation of vector-valued functions.  

Citation from a reviewer (see open review [4]): 

“The paper conducts large scale comparative 
experiments on language, images, time-series 
classification tasks. The proposed method 
outperforms IWV and DEV and sets a new state-of-
the-art performance.”  

Relevance for Personalized Medicine and Outlook 

For example, imagine the context of diabetes and 
the problem to control the insulin supply a machine 
learning model for predicting the blood glucose 
concentration for some prediction time horizon (10, 
20 or 30min). Such models are part of edge AI 
devices for diabetes patients for controlling the 
insulin supply and collect measurements from the 
past. Imagine a machine learning model, for 
example, a prediction model for the blood glucose 
concentration for some prediction time horizon (10, 
20 or 30min). Such models are part of edge AI 

devices for diabetes patients for controlling the 
insulin supply. As patients have different lifestyles 
and physical conditions, it is more realistic to assume 
a data shift to a baseline model from the beginning. 
Any type 1 diabetes patient is recommended to keep 
a blood glucose diary, where daytime measurements 
are recorded. Then, this past data from a patient 
dairy together with unlabeled data from a training 
set can be used to estimate the Radon-Nikodym 
derivative [3] between these distributions, to 
determine an optimal aggregated prediction [4] 
based on a pool of predictors of choice.  
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